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ABSTRACT
A significant number of old photographs including ones that are
posted online do not contain the information of the date at which
they were taken, or this information needs to be verified. Many
of such pictures are either scanned analog photographs or pho-
tographs taken using a digital camera with incorrect settings. Esti-
mating the date of such pictures is useful for enhancing data quality
and its consistency, improving information retrieval and for other
related applications. In this study, we propose a novel approach for
automatic estimation of the shooting dates of photographs based
on a rank-consistent ordinal classification method for neural net-
works.We also introduce an ensemble approach that involves object
segmentation. We conclude that assuring the rank consistency in
the ordinal classification as well as combining models trained on
segmented objects improve the results of the age determination
task.
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1 INTRODUCTION
Social network services such as Instagram and Flickr allow users
to upload and share their images online. The popularity of social
networking sites is accelerating the growth in image uploads, with
Instagram having already over 1 billion monthly active users and
Facebook having approximately 2.6 billion monthly active users
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(March 2020). It is easy to imagine that these large numbers of
users of social networking sites translate into huge amount of
image uploads. Furthermore, nowadays, many memory institutions
such as museums and libraries digitize their collections and make
them available online for the public. For example, the Smithsonian
Institution in the U.S. has digitized more than 40,000 items from its
collection and made them available on the Web. Flickr created an
archive of photos to preserve historically significant images within
the frame of a project called The Commons1 that has been jointly
implemented with the Library of Congress. The Commons gathers
old photos from around the world to create a collection of historical
photos accessible to everyone.

If an image is shared by a museum or library, its detailed meta-
data information (e.g., who created the image, when it was created,
what is portrays) are typically clearly stated. Similarly, most images
uploaded to social networking sites are digital images accompa-
nied by metadata (e.g., the device on which the image was taken,
the date and place of taking the image). However, there are some
images that lack information of their creation dates. For example,
scanned born-analog photos or photos taken by a digital camera
with incorrect settings2 may not contain such information. Fur-
thermore, sometimes one needs to verify the credibility of known
creation dates (e.g., as a part of curating process of large collections
of historical photos), which could be imprecise or could have been
mistakenly altered.

In this work, we focus on predicting a year when an input image
was created at. There are two main benefits of the creation date
estimation. The first one is improving the quality and consistency
of the data and enabling extended search functionalities. Consider
a collection of photos portraying various real-world objects. We
would not be able to chronologically arrange this dataset by the
age of objects in the photos without known temporal metadata.
However, if one can precisely estimate the year of shooting of each
photo, then arranging the displayed objects by their age becomes
possible or is at least facilitated. It should be also possible to realize
temporal search mechanism for image collections that would satisfy
requests such as "New York in the 1930s" or "popular car models in
1950s". In other words, the creation date estimation could improve
the data value and enhance the range of possible operations.

1https://www.flickr.com/commons
2Some users do not change the default date setup of 1 January 1970.
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The second benefit is the curation and the protection of his-
torically significant photographs. Old photographs can provide a
variety of information about the past. Buildings, people, fashion,
food and other objects in photos can tell us much about the culture,
technology and customs in the past years. Date estimation of im-
ages is an important tool for supporting the curation, protection
and utilization of old photographs. For example, knowing an im-
age age should help to better assess its historical importance and
uniqueness.

In this paper we improve the effectiveness of image dating by
introducing two approaches for this task. In particular, we first
propose using Rank-consistent Ordinal Classification method [1]
for image creation date estimation. This approach allows aligning
the results of the participating ordinal classifiers and removing
inconsistencies in their predictions. Second, we introduce another
approach which is based on the ensemble of object-centered age
estimation models. It relies on training object-specific models and
on combining them in ensemble scenarios for improving the es-
timation accuracy. The experimental evaluation using a dataset
composed of 939,122 images shows that the proposed approaches
can improve the results of the task of determining image age. The
dataset that we use and codes are made freely available3.

The remainder of the paper is structured as follows. In the next
section we overview the related work. Section 3 describes our pro-
posed methods. We discuss the experimental settings in Section 4
and the experimental results in Section 5. Finally, the last section
concludes the paper.

2 RELATEDWORK
Image age estimation is a relatively novel and understudied subfield
ofmultimedia processing field. Initially, the amount of available data
was too small to use neural network based approaches. Researches
used to extract selected effective features and to use classifiers such
as Support Vector Machine. Palermo et al. [13] extracted features
such as the distribution of colors in the images and the character-
istics of the cameras at different periods of time, solving the task
of dating photographs as a traditional classification problem. In
addition, they created an application that makes new photos look
old and old photos look new by using the proposed method. Fer-
nandor et al. [4] further extended the approach of Palermo et al. by
adding color features, which take into account the light and shadow
conditions of the shooting scene demonstrating the improvement
in the classification accuracy. Martin et al. [9] employed an ordi-
nal classification approach. For the 𝐾-ranked ordinal classification
problem, 𝐾 − 1 classifiers were established to determine whether a
photograph was taken before or after a certain year, and the year
with the highest probability from the scores of all classifiers was
used as the final estimate. However, the authors did not employ
neural network approach, neither assured global consistency of
individual predictions as we do.

Later some researchers tried to solve the task by gathering a large
amount of data and using convolutional neural networks. Müller et
al. [10] collected large numbers of online photographs from Flickr
to create a new dataset which features various types of scenes, and
used the GoogleNet [17] image recognitionmodel to solve the image

3https://github.com/ylab-public/image_dating

dating task as both multi-classification and regression problems.
Shiry et al. [5] focused on human appearance. They collected 37,921
frontal-facing American high school yearbook photos and created
a date estimation model using VGG. Salem et al. [16] also focused
on a relation between human appearance and time. They found
that shirt collars, glasses, and hair have a great impact on a date
estimation.

A related research is also on estimating the age of persons shown
in photos (typically by examining their faces). For example, Choon-
Ching et al. [11] proposed a novel wrinkle representation and
wrinkle-based age estimation approach. Haibin et al. [8] adopted
factor analysis model to extract robust face features. In terms of age
estimation function learning, the authors also proposed age-based
and sequential study of rank-based age estimation learning meth-
ods and a divide-and-rule face age estimator. Niu et al. [12] apply
ordinal regression to age estimation task with multiple output.

Other studies have also been carried out to support the field
of Web image retrieval by estimating image temporal metadata
from internal image features and from surrounding text [2]. In text
and Web domains there were also several approaches proposed to
estimate the age of text content [6, 14] or web content [7].

In the current work we use ordinal classification on the top of
state-of-the-art neural network based image processing framework
and assure rank consistency of ordinal classifiers in two directions
for the image dating problem. We then use the rank consistent
ordinal classification in combination with object-focused image
dating models. To the best of our knowledge, we are the first to
propose the concept of object segmentation to be used for the
purpose of automatic photo time stamping.

3 METHODS
3.1 Rank-Consistent Ordinal Classification

(CORAL)
Solving the date estimation task using classification is not very
effective because classification does not consider the order relation
between classes. Regression is also not the best choice because pho-
tography as well as the changes of photographed scenes and camera
technologies over time were not subject to stationary changes. Due
to these reasons, the dating task is more suitable for ordinal classi-
fication approaches. Ordinal classification is also known as ordinal
regression and is used when there is some kind of order between
answer labels or classes. It has been successfully applied for many
objectives including estimating person age [1], judging the progres-
sion of a disease (e.g., Alzheimer’s or Coulomb’s disease) [3], and
as a technique for advertising or recommendation [15], as well as
for other purposes.

However ordinal classification can suffer from rank inconsis-
tency when the decisions by participating classifiers are inconsis-
tent, which may lead to sub-optimal performance. Fig. 1 shows
example probabilities for an input image of exceeding particular la-
bels (years) in the date estimation task. The left portion of the figure
shows an output of a conventional rank-inconsistent ordinal classi-
fication while the right one shows an output of the rank-consistent
one. Rank-consistent classification is clearly better because the
probabilities should be decreasing or should remain same when
the labels increase. The plot of the classification probabilities for

https://github.com/ylab-public/image_dating
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the rank consistency is not characterized by any peaks suggesting
that rank consistency should provide more stability to the date
estimation.

Figure 1: Examples of the output by rank inconsistent (left)
and rank consistent (right) ordinal classification

To achieve the rank consistency in the ordinal classification, each
classifier shares the weights of the fully connected layer in a CNN
to satisfy the rank consistency unlike the conventional method (see
Fig. 2). The mathematical proof is given in the paper [1].

Figure 2: The left figure shows a usual fully connected layer
and the right one shows the one with shared weights

Figure 3: Outline of Rank-consistent Ordinal Classification
(forward direction)

In the following, we explain how to achieve rank consistency
in ordinal classification. Let us assume 𝐷 = {𝑥𝑖 , 𝑦𝑖 }𝑁𝑖 is a data set,

where 𝑥𝑖 is an input image and𝑦𝑖 is the correct label of 𝑥𝑖 .𝑦𝑖 satisfies
{𝑦𝑖 ∈ 1, 2, ..., 𝐾} and the labels have an order 1 < 2 < ... < 𝐾 . Then
we prepare 𝐾 − 1 binary classifiers for the 𝐾-class rank-consistent
ordinal classification (CORAL). A 𝑘-th classifier (𝑘 ∈ {1, ..., 𝐾 − 1})
outputs the probability of exceeding label (year) 𝑘 . Fig. 3 shows the
complete model of CORAL.

During the training, wemap𝑦𝑖 to𝐾−1 binary labels for assigning
the correct label of each classifier. 𝑦 (𝑘)

𝑖
is then the correct label of

𝑘-th classifier and represents whether or not the creation date of 𝑥
exceeds label 𝑘 . If it does, then 𝑦 (𝑘)

𝑖
is 1, otherwise it is 0. The loss

function, 𝐿(𝑊,𝑏), is given in Eq. 1.

𝐿(𝑊,𝑏) = −
𝑁∑
𝑖=1

𝐾−1∑
𝑘=1

log(𝑃 (𝑦 (𝑘)
𝑖

= 1))𝑦 (𝑘)
𝑖

+ log(1 − 𝑃 (𝑦 (𝑘)
𝑖

= 1)) (1 − 𝑦 (𝑘)
𝑖

)

(1)

𝑃 (𝑦 (𝑘)
𝑖

= 1) is the probability of 𝑦𝑖 exceeding the label 𝑘 . The final
creation date is calculated using Eq. (2).

𝐸𝑥𝑖 = 1 +
𝐾−1∑
𝑘=1

𝑓𝑘 (𝑥𝑖 ) (2)

𝑓𝑘 (𝑥𝑖 ) =
{
1 (𝑃 (𝑦 (𝑘)

𝑖
= 1) > 0.5)

0 (𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒)
We propose two variants of the rank-consistent ordinal clas-

sification: forward direction Rank-consistent Ordinal Classification
(CORAL) and backward direction Rank-consistent Ordinal Classifi-
cation (R-CORAL). The forward direction is the same as the one
described above, where the 𝑘-th classifier outputs the probability
of whether the estimated date of the input is greater than or equal
to rank 𝑟𝑘 .

The backward direction is the opposite of the forward direction,
such that 𝑘-th classifier determines whether the input is less than
the rank 𝑟𝑘 . The loss function is the same as in Eq. 1, however the
label for the correct answer is the opposite of the one described
in the forward direction. 𝑦 (𝑘)

𝑖
represents whether or not 𝑥𝑖 was

created before rank 𝑟𝑘 . If it does, then 𝑦
(𝑘)
𝑖

is 1, otherwise 0.

3.2 Object-centered Ensemble Approach
3.2.1 Objects in Age Detection Process. We now discuss the second
approach that we propose in this work. When humans make infer-
ences about the age of a target photo, they usually pay attention
to a variety of signals including whether the image is black and
white or in color, what is the overall quality of the photo and the
level of its deterioration. They also look carefully at contents of the
image such as persons’ outlook, fashion and hairstyle, the shapes
of portrayed objects such as cars, bicycles, furniture and so on. As
an example, let’s look at the photograph shown in Fig. 4 to try to
reconstruct the likely inference process carried by humans. If we
could know the make and the model of the car in this image, we
would deduce that the photo was taken at least after a certain date
(e.g., the date of the first production of this particular car type).
We assume here that one can roughly guess an approximate time
when the car was being produced even without having the exact
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information about the car model and its history. However, there
are also several newer car models shown in the background, which
leads us to reason that the photo is actually more recent than it
would seem based on the initial guess. This inference process could
be also aided by considering the appearance of a person that stands
behind the car. Both the cars and the person’s outlook would be
then used to make overall guess as for when the picture was taken.

Figure 4: An example image from the dataset (picture taken
in 1989)

In order to replicate the part of the process of date inference by
a human that relates to image objects, we propose an estimation
approach summarized by the procedure shown below and sketched
in Fig. 5.

(1) Detect and crop out the objects in target photo.
(2) Compute first the estimate based on the entire image using

the full-size image model.
(3) Input each detected object into its corresponding object-

centered image dating model and compute date estimate
based on the object.

(4) Combine all the generated estimates to provide the final
guess of the image creation date.

We detect and clip the objects in step 1 using an object segmen-
tation module. The details of the segmentation method that we
use are described in Sec. 4.2. In step 2, we use an age estimation
model which was trained on original images, that is, images that
are not cropped. In step 3, we use object-specific age estimation
models. Their training data is different compared to one used for
the model in step 2. These models are learned based on images
of specific types of objects. Finally, step 4 combines the estimates
from the model trained on entire images and the ones delivered by
the models dedicated to each type of object that was found in the
image. The ensemble methods are described in Sec. 3.2.2.

3.2.2 Ensemble methods. Several possible approaches can be de-
vised for implementing effective ensemble. In our case, an obvious
one would be to use the most recent estimate as the final judgment.
Since older objects may exist until the present (e.g., old buildings
or classic cars can survive unchanged till now), the object that was
deemed as the most recent could serve as the basis for the final esti-
mate of the creation year of the entire image. For example, suppose
there is a photo that shows a person dressed in clothes typical for a
fashion style of the 1980s, a car that was popular in the 1970s, as

Figure 5: Toy example of the procedure for computing the
image creation date based on the object-centered ensemble
approach

well as a desktop computer that was produced in the 2000s. The
final answer for the creation date of this photograph would then
be the 2000s (or later) due to the presence of the desktop computer.
𝐸 in Eq. 3 is the final date estimate for an input image where 𝐸𝑖 is
the estimated date by a particular model and 𝑁 is the number of
estimates.

𝐸 = max
1≤𝑖≤𝑁

𝐸𝑖 (3)

The next combination method is to integrate the estimates as a
weighted average using the inverse of the Mean Absolute Errors
(MAE) of each used model as weights. Since the amount of data
used by a model and the accuracy of the model differ for different
object types, we assign greater weights to the models that have
higher reliability. Ensemble calculation is given by Eq. 4, where
𝑀𝐴𝐸𝑖 represents the MAE of each model.

𝐸 =

∑
𝑖

1
𝑀𝐴𝐸𝑖

∗ 𝐸𝑖∑
𝑖

1
𝑀𝐴𝐸𝑖

(4)

4 EXPERIMENTAL SETTINGS
We next describe the settings chosen for the experimental evalua-
tion of the proposed methods.

4.1 Dataset
We use the "Date Estimation in the Wild" dataset" [10] which in-
cludes urls to images publicly available on Flickr4 that were taken
from 1930 to 1999. The total number of the images in the original
dataset was 1,029,710. However, some of the photos are no longer
available in Flickr and cannot be retrieved. We managed to collect
939,122 of the original images.

The authors of the original dataset [10] used 1,120 images as the
test data, 8,494 images as the validation data and the rest of them as
the training data. In our case, we use 1,040 images as the test data,
7,905 images as the validation data and the rest as the training data.
Fig. 6, 7, 8 give the distributions of the training, validation and test
portions of our dataset.

4http://www.flickr.com

http://www.flickr.com
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The following pre-processing procedure was executed. All im-
ages were scaled by the ratio 256/min(𝑤 , ℎ) (𝑤 and ℎ are image
dimensions) and then randomly cropped to 224×224×3 pixels for
the model training. During model evaluation, the 256/min(𝑤 , ℎ)
scaled RGB images were center-cropped to a model input size of
224×224×3.

Figure 6: Image distribution over time in the training dataset

Figure 7: Image distribution over time in the validation
dataset

Figure 8: Image distribution over time in the test dataset

4.2 Object Detection
We have performed object segmentation on all the images using
Detectron2 [18], which has been released by the Facebook research
team. The trained model is an instance segmentation model of
ResNet50+FPN provided by Detectron2 to obtain a mask image and
bounding box for each image. The type of each segmented object,
the bounding box of the object, and the assessed probability of that
object were obtained to generate the data, as exemplified in Tab. 1.

The total number of object types which can be recognized by the
trained model is 80. Tab. 2 shows the top 10 most common objects
in our dataset. As one might expect, the majority of the found
objects are human beings. Since ties and handbags are typically
worn by persons, their recognition rate is also high. Besides humans,
vehicles such as cars, trains and boats are other most commonly
recognized object classes.

In the current experiment, we use a person model and a car
model for ensemble approaches since persons and cars are the most
common objects detected by the segmentation algorithm.

The input data to the person model is selected by the following
process: (1) We made sure that the confidence score of object iden-
tification is over 0.99. (2) The height of the person should be also at
least twice as large as its width. 344,146 images were collected for
the person model following this process.

The input data to the car model is selected by the following
process: (1) The confidence score of object identification must be
higher than 0.95. (2) The width of the car should be larger than
its height. In total, 42,534 images were collected for the car model
following the above procedure. Fig. 9 ~12 show example images
from the person and car datasets.

The same procedure of re-scaling, cropping and centering as
discussed before was applied to the newly created images of cars
and persons.

Figure 9: An example per-
son from an image taken in
1988

Figure 10: An example per-
son from an image taken in
1933

Figure 11: An example car
froman image taken in 1964

Figure 12: An example car
froman image taken in 1987

4.3 Tested Models
We trained CORAL, R-CORAL, as well as classification and regres-
sion models for the comparison. In each CNN model we prepared
69 output nodes for the CORAL and R-CORAL model as well as 70
output nodes for the classification model because the dataset have
70 classes (years from 1930 to 1999). 1 output node was prepared
for the regression model.

For all the above-mentioned tested models, we used ResNet505
as the CNN model. Each model was trained using PyTorch6 on a
pre-trained ImageNet7 model. The weights of the fully connected
(FC) layers were randomly re-initialized. We randomly selected
128 images per batch and iterations were set to 1M. As optimiza-
tion algorithms, Adam[10] with 0.0005 learning rate was applied to
5https://github.com/keras-team/keras-applications/blob/master/keras_applications/
resnet50.py
6https://pytorch.org/
7http://www.image-net.org/

https://github.com/keras-team/keras-applications/blob/master/keras_applications/resnet50.py
https://github.com/keras-team/keras-applications/blob/master/keras_applications/resnet50.py
https://pytorch.org/
http://www.image-net.org/
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filepath label GT class score left right top bottom
8/29/8296357577.jpg 48 1978 person 0.99217 92 349 165 293

Table 1: An example of a data record obtained from a photograph from our dataset (picture taken in 1978). The label is the
offset number of a year; GT denotes the date at which the photograph was taken; the class means the detected type of object;
the score is the confidence value of segmentation and the last four columns denote the bounding box of the detected object.

Object Object count
Person 2,994,072
Car 389,363
Train 207,438
Tie 149,634
Boat 125,111
Bus 89,146
Truck 88,383
Book 59,204

Handbag 59,017
Table 2: Top 10most common objects in the dataset and their
frequency

CORAL and R-CORAL, and SGD with 0.001 learning rate was ap-
plied to the classification and regression. Eq. 1 was used in CORAL
and R-CORAL as loss functions, while cross entropy was used for
classification, and euclidean loss function was applied for regres-
sion.

In addition to the classification and regression approaches we use
the method of Müller et al. [10] as another baseline. This method
uses a fine-tuned version of GoogleNet.

4.3.1 Object-centered Approach. Both the car model and the person
model use R-CORAL. Adam with 0.0005 learning rate was applied
and the number of iterations were 1M. The loss function that we
used is given in Eq. 1. All ensemble combinations of classification,
CORAL, R-CORAL, person and car models were compared in the
experiments. Same as before, we used ResNet50 as the CNN model
for all the approaches.

In the evaluation process, if an image had no object then only
the full-size image models were applied.

4.4 Evaluation Metrics
For model evaluation and comparison, we computed the mean
absolute error (MAE) and root mean square error (RMSE) on the
test set by the model which had the best validation score:

𝑀𝐴𝐸 =
1
𝑁

𝑁∑
𝑖=1

|𝑦𝑖 − 𝐸𝑥𝑖 | (5)

𝑅𝑀𝑆𝐸 =

√√√
1
𝑁

𝑁∑
𝑖=1

(𝑦𝑖 − 𝐸𝑥𝑖 )2 (6)

5 EXPERIMENTAL RESULTS
5.1 Results of CORAL and R-CORAL
Fig. 13 shows the results of each method in terms of MAE and
RMSE. The results indicate that the classification approach has
the lowest MAE. On the other hand, in terms of RMSE, the pro-
posed model R-CORAL outperforms other models. This suggests
that rank consistency allows obtaining more stable results. The
approach based on GoogleNet (Müller et al.) [10] could not produce
satisfactory results. Interestingly, the regression approach was the
worst performing method.

Figure 13: MAE & RMSE of CORAL and R-CORAL

We can observe that R-CORAL produces consistently better
results than CORAL in both error measures. This indicates that
reversing the order of ranks helps to improve the results to a certain
degree. It is likely due to the distribution of the images over time in
the dataset such that more images are from the recent years than
from older years. Tab. 3 shows that CORAL is worse than R-CORAL
for old images and R-CORAL is worse than CORAL for new images.
Fig. 14 shows also the differences in MAE values between CORAL
and R-CORAL in each year.

CORAL R-CORAL
1930~1964 7.98 7.32
1965~1999 5.89 6.41

Table 3: MAE for the first half and the second half of the
timeline of our dataset
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Figure 14: The difference betweenMAE of CORAL andMAE
of R-CORAL for different years

5.2 Results of Object-centered Ensemble
Approach

The newest (Eq. 3) and the weighted ensemble (Eq. 4) approaches as
discussed in Sec. 3.2.2 are compared now for all combinations of the
models. The results are shown in Tab. 4 ~7 (cls denotes classification).
We show ensemble combinations of classification, CORAL and R-
CORAL in rows, while the columns indicate different used objects.
As shown in Tab. 4 and 5, the case of using all the models and all the
objects in the weighted ensemble produces the best MAE and RMSE
scores. In the weighted ensemble, person objects are more effective
than car objects, although we also notice that car objects are more
effective than person objects in the newest ensemble. This might be
somehow related to the observation that cars are more common in
the recent years when compared to the old years, while the opposite
is true for persons. Fig. 15 and 16 show the average numbers of
objects (persons, cars, respectively) per image at different years
based on the entire dataset, i.e., including training, validation and
test parts.

Full-size Image Model None Person Car Person and Car
cls 6.82 6.71 6.77 6.68

CORAL 6.94 6.88 6.90 6.85
R-CORAL 6.87 6.71 6.80 6.67

cls & CORAL 6.37 6.36 6.34 6.34
cls & R-CORAL 6.30 6.23 6.25 6.20

CORAL & R-CORAL 6.52 6.43 6.48 6.41
cls & CORAL & R-CORAL 6.19 6.16 6.16 6.14

Table 4: MAE of the weighted ensemble

5.3 Case Study
As a case study we discuss an image taken in 1961 (Fig. 17). R-
CORAL trained with full-size images estimates that it was taken
in 1945. Person model outputs 1990, 1959, 1965, 1966 and 1965 as
estimated dates for person objects found in this image (see Fig. 18).
MAE of the full-size image model computed over the validation
dataset is 8.37, while the MAE of the person model over the val-
idation dataset is 8.31. Eq. 7 gives the calculation of the date by
the weighted ensemble for this image, the result of which is quite

Full-size Image Model None Person Car Person and Car
cls 11.31 10.73 11.19 10.64

CORAL 9.75 9.66 9.72 9.64
R-CORAL 9.58 9.38 9.48 9.33

cls & CORAL 9.53 9.39 9.49 9.35
cls & R-CORAL 9.31 9.13 9.26 9.10

CORAL & R-CORAL 9.08 8.99 9.04 8.96
cls & CORAL & R-CORAL 8.98 8.89 8.95 8.88

Table 5: RMSE of the weighted ensemble

Full-size Image Model None Person Car Person and Car
cls 6.82 7.85 6.80 7.28

CORAL 6.94 8.00 6.94 7.46
R-CORAL 6.87 7.78 6.87 7.25

cls & CORAL 7.36 8.44 7.41 7.95
cls & R-CORAL 7.08 8.16 7.11 7.66

CORAL & R-CORAL 7.05 8.13 7.08 7.62
cls & CORAL & R-CORAL 7.67 8.72 7.71 8.23

Table 6: MAE of the newest ensemble

Full-size Image Model None Person Car Person and Car
cls 11.31 12.40 11.23 11.59

CORAL 9.75 11.33 9.78 10.47
R-CORAL 9.58 10.98 9.59 10.11

cls & CORAL 11.37 12.67 11.41 11.97
cls & R-CORAL 11.03 12.36 11.07 11.64

CORAL & R-CORAL 9.98 11.56 10.03 10.74
cls & CORAL & R-CORAL 11.60 12.88 11.64 12.20

Table 7: RMSE of the newest ensemble

Figure 15: The average number of person objects per image

Figure 16: The average number of car objects per image



MMAsia ’20, March 7–9, 2021, Virtual Event, Singapore Shota Ashida, et al.

close to the ground truth date (1961). On the other hand, the newest
ensemble outputs 1990 as the estimated date for this image, which is
very far from 1961. 1990 is selected as the answer for this ensemble
due to the person image (the first one on the left in Fig. 18) which
has a high resolution because the man is standing near the cam-
era. Naturally, our dataset contains more images that have objects
shown in high resolution in the recent years when compared to
older years (due to the progress of camera technology). This likely
causes the problem when different objects in the same image are
positioned at different distances from the camera point.

1
8.37 ∗ 1945 + 1

8.31 ∗ 1969
1

8.37 + 1
8.31

= 1957 (7)

Figure 17: An example image taken in 1961

Figure 18: Personswith their estimated years extracted from
the image shown in Fig. 17

6 CONCLUSIONS
In this paper, we introduce two methods for the task of estimating
dates at which photos were taken: the Rank-consistent Ordinal
Classification with two kinds of settings (CORAL and R-CORAL),
and ensembles of object-centered date estimates. In the experiments
we demonstrate that in terms of RMSE the Rank-consistent Ordinal
Classification achieves the best results compared to baselines with a
quite good improvement, while its MAE results are still comparable
to the ones of the best performing method. The small RMSE means

that the Rank-consistent Ordinal Classification is relatively more
stable than the other approaches, and has fewer outliers. Another
advantage of the Rank-consistent Ordinal Classification method is
that it consumes less memory than the general classification task,
since it has fewer parameters in the final layer. The comparison
between the forward and reverse directions shows that the reverse
direction is more effective. This is likely due to the distribution of
the images in dataset such that more images are from the recent
years than from older years. Finally, the object-centered approach
that relies on identifying objects in images and using their specific
models was found to help in further improving the results.

In the future we plan to train additional models which focus
on other object types besides persons and cars. We plan also to
introduce a more effective ensemble method.
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