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ABSTRACT
Given a search query, conventional Web search engines provide
users with the same ranking although users’ comprehension levels
can be different. It is often difficult especially for non-expert users
to find comprehensible Web pages from the list of search results.
In this paper, we propose the method of adaptively ranking search
results by considering user’s comprehension level. The main is-
sues are (a) estimating the comprehensibility of Web pages and (b)
estimating the user’s comprehension level. In our method, the com-
prehensibility of each search result is computed by using the read-
ability index and technical terms extracted from Wikipedia. User’s
comprehension level is estimated by the users’ feedback about the
difficulty of search results that they have viewed. We implement
a prototype system and evaluate the usefulness of our approach by
user experiments.

Categories and Subject Descriptors
H.3.3 [Information Search and Retrieval]: Retrieval models

General Terms
Algorithm
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1. INTRODUCTION
Web search engines have become frequently used for acquiring

information over the Internet. According to the online survey that
we have conducted on 1000 respondents in Japan [18], it was found
that users often search the Web because they require the explana-
tion of unknown or unfamiliar keywords1. In that situation, users
usually desire Web pages including comprehensible information

146.0% of respondents selected it as a first reason.
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about their search queries. However, it is difficult for users to ef-
ficiently find comprehensible Web pages with conventional search
engines because of two problems.

The first problem is that the ranking in conventional Web search
engines does not reflect the comprehensibility of pages. In conse-
quence, search results often contain pages that are difficult to be
understood by non-expert users, especially for queries containing
technical terms, for example, the ones in the medical, financial and
astronomy areas. Consider the following passages that is contained
in search results acquired by issuing query “black hole” to a con-
ventional Web search engine.

1. According to Einstein’stheory of general relativity, a black
hole is a region of space in which thegravitational fieldis so
powerful that nothing, includingelectromagnetic radiation
(e.g.visible light), can escape its pull after having fallen past
its event horizon.

2. A black hole is a region of space whosegravitational force
is so strong that nothing can escape from it. A black hole is
invisible because it even traps light.

Passage 2 is intuitively easier to be understood for non-expert users
than Passage 1. However, the page containing Passage 1 is actu-
ally ranked higher in search results than the one with Passage 2.
In such cases, users must manually find out comprehensible Web
pages from search results. This task is often tiresome as search
results consist of limited information such as titles and snippets.
Also, comprehensible pages may be within lower search results,
thus, finding them may be difficult. The second problem is that
users do not have any effective ways to convey their comprehen-
sion level to the search engine. In many cases, search results are
less accurate for queries containing keywords that explicitly rep-
resent the comprehensibility of Web pages (e.g. “easy” and “in-
troduction”). This is because search engines based on the query
relevancy just provide users with Web pages containing query key-
words and thus may not return content appropriate to users’ intent.
Both of above two passages about black hole cannot be actually
acquired by search queries such as “black hole easy”.

To solve these problems, in this paper we propose the method of
re-ranking search results by considering the users’ comprehension
level about the search topics. In our previous work, we introduced
the concept of comprehension-based Web search [19]. We defined
it as the Web search that outputs search results considering user’s
comprehension level about search topics.

Whether a user can comprehend the content of a Web page is
the result of the interaction between the user and the page. There-
fore, both the comprehensibility of Web pages themselves and the
user’s comprehension level should be taken into consideration in
order to realize the comprehension-based Web search. That is, the



main issues for comprehension-based Web search are (a) to esti-
mate the comprehensibility of Web pages and (b) to estimate the
user’s comprehension level. Both of them are essentially challeng-
ing tasks because they are multi-dimensional concepts that involve
many different aspects. In our approach, the comprehensibility
score of each search result is first computed by combining two text
measurements, document readability and document speciality [19].
Then the user’s comprehension level is interactively presumed by
the user feedback about the comprehensibility of Web pages that
he/she has viewed, and the whole search results are re-ranked based
on the estimated user’s comprehension level and the comprehen-
sibility score of each search result. In this paper, we apply this
adaptive ranking method to the definition search and introduce a
prototype system of comprehension-based Web search. Note that
although the target language is Japanese, our proposed method can
be easily applied to other languages.

The contributions of this paper are the followings:

• We introduce a general model of the comprehension-based
ranking of search results.

• We propose the method of estimating the comprehensibility
of search results by combining two text measurements, read-
ability and speciality. Our method can be applied indepen-
dently of the domain of the search query.

• We implement the system that searches for Web pages con-
taining the explanation of the query keyword and that re-
ranks search results according to the user’s feedback about
the difficulty of Web pages that the user has viewed.

The remainder of this paper is organized as follows: In Sec-
tion 2, we propose the comprehension-based ranking model. In
Section 3, we describe the method of calculating the comprehen-
sibility score of Web pages in search results. In Section 4, we in-
troduce the prototype system of comprehension-based Web search
and present the re-ranking method by using the feedback informa-
tion from users. Section 5 reports experimental settings and results.
In the next section, we discuss the further potential and problems
for comprehension-based applications. In Section 7, we describe
related works. Finally, Section 8 provides conclusion and outlines
our future work.

2. COMPREHENSION-BASED RANKING
MODEL

In this section, we propose the comprehension-based ranking
model for Web search. The purpose of comprehension-based rank-
ing model is to rank Web pages based on the correspondence with
the users’ comprehension level and is different from traditional
relevance-based ranking models. The input of comprehension-
based ranking is actually a set of Web pages that are relevant to
the search query. In this meanings, our comprehension-based rank-
ing model is configured on the query-relevancy model. Whether a
user can comprehend a Web page depends on both the user and the
Web page. Although the user’s factor and the Web page’s factor
are closely related to each other, these two factors are divided in
our proposed model in order to simplify the problem.

The comprehensibility of Web pages is multi-dimensional con-
cept and can be evaluated from various viewpoints such as content,
presentation style and media richness. In our model, the compre-
hensibility of Web pages is formulated by simply combining mul-
tiple comprehensibility metrics{fc1 , fc2 , ..., fcn} as follows:

fc(d) =

nX
i=1

αifci(d) (1)

���

�����

����� ���

�����

�����

�
	


�����

������������������ �!#"��%$'&(��)+*-,.)+*/"�*0 ��1�32�, 465 ��7���8#"9&��#$+*/�:*0 ��:;����<7��3*>=�����)?$�4���@
��)�!<!'"��%$#&A��)+*

Figure 1: Concept of comprehension-based ranking model.

whereαi is the weighted parameter for each comprehensibility
metric. Web pages can be mapped into one axis by using this eval-
uation functionfc and can be sorted as shown in Figure 1 (a). If
the user comprehension level is also mapped into the axis by some
methods and is represented asu, the gap between the user level
and the comprehensibility of a Web paged can be calculated by the
following equation:

∆d,u = |fc(d)− u| (2)

We assume that the smaller∆d,u is, the more appropriate the
comprehensibility of the Web page is for the user. To perform
comprehension-based Web search, all search results can be re-
ranked in an ascending order of∆d,u.

3. DOCUMENT COMPREHENSIBILITY
In this section, we describe the method of estimating the com-

prehensibility of Web pages. We focus on two text comprehensibil-
ity measurements:document readabilityanddocument speciality.
Document readability is an indicator for predicting how easily the
document can be read and is calculated by using the surface fea-
tures of documents. On the other hand, document speciality is our
proposed indicator and measures how many technical terms related
to a search query are contained in the document. Given a set of Web
documents containing query keywords, our method provides each
document with a comprehensibility score calculated by combining
two text comprehensibility metrics.

Our approach is similar to the concept-based document readabil-
ity proposed by Xin et al [30]. They focused on medical docu-
ments and evaluated document readability by using a medical the-
saurus, Medical Subject Headings (MeSH)2. However, for arbitrary
queries, domain knowledge is necessary for evaluating comprehen-
sibility of Web pages because Web search engines unlike vertical
search engines must output search results for queries in many dif-
ferent domains. Using different thesauruses for every query is in-
feasible because their structures are not standardized, and because
appropriate thesauruses may not necessarily be available. To sat-
isfy this demand, we exploit the world’s largest human knowledge
base, the Wikipedia3. In our approach, we acquire technical terms
related to a search query by analyzing the link and category struc-
ture of Wikipedia.

3.1 Document Readability
Readability is one of the significant factors of the comprehensi-

bility of documents. Readability was defined as “the ease of under-
2http://www.nlm.nih.gov/pubs/factsheets/mesh.html
3http://en.wikipedia.org/



standing or comprehension due to the style of writing” in [13].
Many readability indexes have been proposed and have been

commonly used in a field of education. There are formula-based
approaches and statistical language model approaches for predict-
ing the document readability. Traditional readability indexes such
as Gunning-Fog Index, ARI [28] and Dale-Chall Readability In-
dex [6] are formula-based approaches and provide numeric scores
which represent the requisite reading level for understanding docu-
ments. Most of formula-based readability indexes are calculated
by the syntactic measures such as the count of syllables, words
and sentences. Recently some researchers have proposed statistical
language modeling approaches for estimating document readabil-
ity [27, 5, 25]. In these approaches, readability is estimated within
the classification framework. That is, a class which corresponds to
a grade level of readability is defined as a sample corpus, and the
classifier determines the class to which a given text is the most sim-
ilar. Formula-based readability indexes have the advantage of being
easily calculable by using only syntactic measures. However, read-
ability measures that do not require sentence analysis are preferable
as Web pages have many incomplete sentences and non-regular text
fragments, such as titles, itemized lists, inline figures, and URLs.
Therefore, we use a statistical language model approach that is less
affected by the document presentation style.

For Japanese texts, few readability measures have been pro-
posed. In this work, we utilizeObi 4 [24], a readability analyzer of
Japanese texts based on a statistical language model, for measuring
the readability of Web pages. For a given text passage, the readabil-
ity analyzer determines the grade level to which the passage is most
similar by using character-unigram models, which are constructed
from the educational textbook corpus. TheObi program outputs an
integer between 1 and 13, which indicates a Japanese school grade
as follows:

1− 6 : elementary school (6 years)

7− 9 : junior high school (3 years)

10− 12 : high school (3 years)

13 : over high school

A Web page indicating a low readability score byObi is deemed
to be comprehensible. Thus we define a comprehensibility metric
DRS based on document readability as the following equation:

DRS(d) =
14−Obi(d)

13
(3)

whereObi(d) is an integer value acquired by inputting a document
d into theObi program. The value ofDRS decreases in propor-
tion to the output ofObi program. Note thatDRS is a query-
independent measure of the comprehensibility of Web pages.

3.2 Document Speciality
Document speciality is another feature of document comprehen-

sibility. Intuitively, it measures how many technical terms related
to a search query are contained in the document. Here, technical
terms related to a search query are the terms that occur mostly in
the domain of the search query and rarely outside of it. For exam-
ple, when a search query is “black hole”, frequent terms appearing
only in the domain of astronomy or astrophysics such as “theory of
relativity” and “dark matter” are extracted as technical terms.

In this work, we utilize the category and link structure of
Wikipedia for extracting technical terms regardless of the query
domain. In Wikipedia, an article is linked to other articles with the

4http://kotoba.nuee.nagoya-u.ac.jp/sc/readability/obie.html
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Figure 2: Overview of the link distribution analysis for tech-
nical terms extraction. Each arrow represents a link between
Wikipedia articles.

aim of helping the understanding of the concepts that emerge in
the article. Our basic idea is that Wikipedia concepts rarely linked
from Wikipedia concepts outside the domain of search query are
assumed to be technical terms. On the other hand, Wikipedia con-
cepts that are frequently linked from both of inside and outside the
query domain are considered to be general terms thus not techni-
cal terms related to the query. In Figure 2, “theory of relativity” is
regarded as a technical term and “Japan” is not.

Our proposed method for technical terms extraction consists
of the following three processes: (i) query domain detection;
(ii) candidate terms extraction and (iii) link distribution analysis.
First, search results are mapped into related Wikipedia categories,
namelyquery domain, using a semantic interpreter built in advance.
Next, the candidates of technical terms are extracted from each Web
page. Finally, we calculate the degree of terms to be technical terms
by analyzing the distribution of link frequency in Wikipedia. Be-
low we describe the details of technical terms extraction and the
method of measuring the document speciality of each page by us-
ing the extracted technical terms.

3.2.1 Query Domain Detection
First of all, we provide the way to build semantic interpreter

for detecting the domain of a search query. Gabrilovich et al. [9]
proposed Wikipedia-based explicit semantic analysis (ESA), which
maps a fragment of text into a weighted sequence of Wikipedia
concepts ordered by their relevance to the input. Instead of the orig-
inal ESA, we propose the category-based explicit semantic analysis
(C-ESA) that maps a text fragment onto a weighted sequence of
Wikipedia categories. InC-ESA, we combine articles included in
a single Wikipedia category and regard it as one document. We
then extract noun terms from each such connected document using
MeCab, a morphological analyzer for Japanese language5. Every
Wikipedia category is then represented as a vector of terms, and
entries of these vectors are weighted using theTFIDF scheme. To
speed up semantic interpretation, we build an inverted index, which
maps each word into a weighted sequence of Wikipedia categories
in which it appears.

Given a set of document, each document is mapped into a

5http://mecab.sourceforge.net/



Table 1: First ten Wikipedia categories in sample interpreta-
tion vectors.

# input: “black hole” input: “RNA”
1 Black holes RNA
2 Sanseido Nucleic acids
3 Dark matter DNA
4 Compact stars Molecular biology
5 Neutron stars Chromosomes
6 Cosmology Dicarboxylic acids
7 Universe Genes
8 Gravitation Peptides
9 Radio astronomy Cell biology
10 Supernovae Fluorescent dyes

weighted vector of Wikipedia categories by using theC-ESAse-
mantic interpreter. Every Web page is first represented as a feature
vector by usingTFIDF weighting method. In this work, theIDF
weight of a termw is calculated by the following equation:

IDF (w) = log
Nc

Nc(w)
(4)

whereNc is the total number of Wikipedia categories andNc(w)
is the number of Wikipedia categories containingw. Every page
is then mapped into a weighted vector of Wikipedia categories
by calculating the cosine similarity between the page itself and
every Wikipedia category. Then we obtain the list of weighted
vectors{v1,v2, ...,vn}. Finally, we calculate a centroid vector
v = 1

n

P
i vi. Here, we simply regard topK Wikipedia categories

in a centroid vector as the query domain. Examples of the semantic
interpretation are illustrated in Table 1.

3.2.2 Candidate Terms Extraction
The goal of this step is to extract the candidates of technical

terms from the documents of search results. Here each candidate
term is represented as one Wikipedia concept, that is the title of a
Wikipedia article. First, we extract all possible n-grams from the
input Web document and search for all matching n-grams among
Wikipedia article titles. Note that some n-grams may be mapped
into Wikipedia “Redirect Pages”. Wikipedia guarantees that there
is only one article for each concept by using redirect pages to link
equivalent concepts to a preferred one. For example, a Wikipedia
article of “dark matter” is redirected from the articles of “darkmat-
ter”, “missing mass” and “black matter” and so on. We use the
titles of redirect pages as synonyms for each concept in order to
correctly analyze the link distribution in the next step. In this work,
if a document contains one of the synonyms of a concept, we regard
the concept as a candidate term. In result, we can obtain the list of
the candidates of technical terms for every search result.

3.2.3 Link Distribution Analysis
After we have extracted candidate technical terms we proceed to

determine which ones are actually real technical terms of the query
domains. All Wikipedia articles can be classified into two groups
by whether they are included at least in one of the categories within
the query domain.W+ denotes Wikipedia articles included in do-
main categories, andW− denotes the remaining Wikipedia arti-
cles. The degree of bias of the link occurrence distribution between
W+ andW− is measured by theχ2-measure that is how more fre-
quently a given candidate technical term is linked from articles in
W+ as opposed to the ones inW−. However, note that, when the

links to a Wikipedia concept appear rarely inW+ but mostly in
W−, the χ2-measure can also have a high value. Therefore, we
remove candidate terms that do not satisfy the following condition:

LF (t, W+)

|W+| >
LF

`
t, W−´

|W−| (5)

whereLF (t, W ) denotes the number of articles that link to the
article of a candidate termt and that are contained in the article set
W . In this way we receive a set of actual technical terms related to
the domain of the query.

3.2.4 Measuring Document Speciality
We provide the method of measuring speciality of search results

by using technical terms extracted from Wikipedia. In the above
section, terms rarely appearing outside the query domain were re-
garded as technical terms related to a search query. However, the
distribution of actual term occurrence does not necessarily corre-
late with the term difficulty. For example, “Schwarzschild radius”
is deemed to be more difficult than “black hole” despite both of
them are technical terms in the domain of astronomy. Thus the doc-
ument speciality should be concerned with the domain-dependent
difficulty of each technical term. We use the link frequency of tech-
nical terms in the query domain as a proxy of term difficulty. More-
over, the document length should be considered when computing
the document speciality since long documents likely contain many
technical terms. We define the document speciality by the follow-
ing equation:

DSS(d) =
1

log |d|
X

t∈TT (d)

1

log LF (t, W+)
(6)

whereTT (d) represents a set of technical terms that are related to
the search queryq and that are contained in the documentd, and
|d| is the length of the documentd. LF (t, W+) is the same one as
defined in the above section. Web pages with lowerDSS value are
regarded as more comprehensible.

3.3 Combined Measure
Lastly, we propose the following equation to compute final doc-

ument comprehensibility score (DCS) of Web pages, which is a
linear combination of document readability and document special-
ity.

DCS(d) = α1 ·DRS(d) + α2 ·DSS(d) (7)

Note that this equation is included in the general formula for esti-
mating the comprehensibility of Web pages (Equation 1). AsDRS
is a positive feature of comprehensibility,α1 should be a positive
value. On the other hand, asDSSis a negative feature,α2 should be
a negative value. We regard Web pages with higherDCS value as
more comprehensible. The document readability and the document
speciality are respectively the surface-level metric and the concept-
level metric for estimating the comprehensibility of documents, and
are expected to supplement each other.

4. COMPREHENSION-BASED SEARCH

4.1 Overview
In this section, we describe the overview of our proposed system

ComprehensionSearchthat is a Web search engine that specializes
in the term explanation retrieval. The system outputs the list of Web
pages including the explanation of the query keyword such as en-
cyclopedias. A notable function of our system is to re-rank search
results by the users’ feedback about the difficulty of Web pages that
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Figure 3: System flow of ComprehensionSearch and its screenshots.

they have viewed. Users can efficiently find comprehensible Web
pages only by clicking two kinds of button: “easy” and “difficult”.
The system flow and its screenshots are illustrated in Figure 3. The
system flow is as follows:

1. The user inputs a query to the system.

2. The system receives the search results by using a Web search
engine. Then the system extracts only Web pages including
the explanation of the query keyword.

3. The system computes the comprehensibility score for each
extracted Web page.

4. The system shows the search results to the user.

5. The user selects a Web page among the search results.

6. If the selected search result is not appropriate for the user’s
comprehension level, the user clicks either the “easy” button
or the “difficult” button attached to the search result.

7. The system detects the user’s operation and guesses the
user’s comprehension level. Then the system re-ranks the
search results according to this guess and shows the re-
ranked search results to the user. Go to 5.

There are three technical issues for ComprehensionSearch: (i)
acquisition of Web pages explaining the query keyword, (ii) com-
prehensibility assessment of Web pages and (iii) re-ranking of
search results by the user’s feedback. Below we describe the de-
tails of each step.

4.2 Acquisition of Web Pages Explaining
Query Keyword

We describe here the method of acquiring Web pages explaining
the query keyword by using a Web search engine. In this work,
Web pages including the definition sentence of the query keyword
are regarded as ones explaining the query keyword.

Many methods for extracting term definitions have been pro-
posed in text mining [8, 15, 29]. In these researches, term defini-
tions are extracted by using several typical syntactic patterns such
as “X is a∗” or “ X is one of∗”, whereX is a target term and ‘∗’
denotes a word string containing one or more words. In [8], some
syntactic patterns for Japanese texts have been proposed, e.g. “X

toha∗ dearu. (X is a∗.)” or “∗ wo X to-iu. (X is defined as∗.)”.
We utilize these syntactic patterns to test whether a Web page con-
tains the explanation of the query keyword. Below we describe
the detailed method of acquiring Web pages explaining the query
keyword.

1. Given a queryq, issue the search query “q OR q tohaOR q
ha” (in Japanese) to a Web search engine and receive the list
of search results.

2. Download Web pages from the search results and discard
HTML tags such as<strong> and<font> used for dec-
oration.

3. For each page, test whether the page contains the typical
syntactic patterns for the term definition, such as “q toha ∗
dearu”.

4. Filter out Web pages not containing the query’s definition.

In result of this step, we obtain the list of Web pages containing the
explanation of the query keyword.

4.3 Comprehensibility Assessment
Next, the system gives the comprehensibility score to each Web

page as follows:

1. Extract the body content from each Web page by several
heuristic methods as a pre-processing. One method is to ex-
tract the HTML elements tagged with the same tags as the
element that contains the definition sentence.

2. Compute the comprehensibility score of each Web page by
our proposed method described in Section 3. Here the score
is normalized to[0, 1].

After the comprehensibility assessment, the search results are
shown to the users with the original ranking kept.

4.4 Re-ranking Method
Here we provide the method for re-ranking search results by us-

ing the user feedback about the difficulty of Web pages that he/she
has viewed. Our objective is to highly rank Web pages correspond-
ing to the user’s comprehension level. That is, the goal is to ef-
ficiently predict the user’s comprehension level (u in Equation 2)
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Figure 4: Overview of re-ranking method. The number at-
tached to Web page represents its rank in each step.

from a few operations. In our proposed method, the expected value
of the user’s comprehension level is computed after every opera-
tion by using an approach based on binary search, and search re-
sults are re-ranked in an ascending order of the gap between the ex-
pected value and the comprehensibility score of each search result
according to the comprehension-based ranking model described in
Section 2.

The overview of the re-ranking method is illustrated in Figure 4.
For the initial ranking of search results (t = 0), we utilize the origi-
nal ranking by a Web search engine as mentioned above. Therefore,
at this step the ranking is independent of the comprehensibility of
each Web page. When the user views a Web paged1 and clicks the
“difficult” button (t = 1), he/she requires Web pages that are easier
thand1. Then, the mean value within the range of[fc(d1), 1] is
regarded as the expected value. Web pages with the comprehensi-
bility score closer to the expected value are ranked more highly as
shown in Figure 4. Suppose that at the next step a Web paged2 is
viewed and the “easy” button is clicked (t = 2), which means that
the user desires Web pages that are more difficult thand2 and that
are still easier thand1. Then, the expected value of the user’s com-
prehension level is calculated by considering the previous step, and

the middle value of the range of[fc(d1), fc(d2)] is regarded as the
expected value. Note that our method for predicting the users’ com-
prehension level seems to be a binary search but is different from it
in that Web pages outside the selected range are not removed from
the list of search results. This is because our proposed method for
estimating the comprehensibility of Web pages cannot necessarily
output the correct rankings and because the user’s judgments may
sometimes cause a contradiction. If Web pages outside the selected
range were removed, sometimes all search results would disappear.

Below we formalize the re-ranking method by user’s feedback.
The operation in our system is regarded as the tuple of a Web page
d and a user judgmentJ as follows:

O = (d, J), J ∈ {0, 1} (8)

Here,(d, 0) is the operation when the user finds a Web paged too
easy and requires more difficult Web pages whereas(d, 1) is the
operation when the user finds a Web paged difficult and desires
easier Web pages. The expected value of user’s comprehension
level aftern times operations , which is defined asun, is calculated
by the following equations:

un =
1

n

nX
i=1

E(Oi) (9)

E(Oi) =
fc(di) + Ji

2
(10)

E(Oi) is a function for calculating the expected value derived of
each operation. According to our proposed model, the gap between
the comprehensibility score of Web page and the expected value of
user’s comprehension level aftern times operations is calculated
by the following equation:

∆d,un = |fc(d)− un| (11)

After each operation, all search results are re-ranked in an ascend-
ing order of∆d,un .

5. EXPERIMENT

5.1 Query Set and Test Corpus
We performed a user-based evaluation to demonstrate the effec-

tiveness of our method. In the experiment, we tested whether the
comprehensibility scores calculated by our method correspond to
users’ evaluations. As far as we know, there is no test set for eval-
uating the comprehensibility assessment of Web pages. We manu-
ally prepared 20 technical term queries from five different domains
as shown in Table 2. Then, for each query, we extracted 5 short pas-
sages containing the explanation about the query from Web pages
acquired by a Web search engine6. In result, we formed a data set
of the total number of 100 distinct passages for the 20 test queries.

5.2 Wikipedia Data
In the experiment, we have used the Japanese Wikipedia

database downloaded in July 2008 using Wikipedia’s downloading
facility7, which contains 511,165 articles and 58,690 categories.

When building an inverted index forC-ESA, we neglected some
Wikipedia categories such as “2008” and “articles with unsourced
statements” because they either do not represent any domain or they

6We used Yahoo! Web search API service.
http://developer.yahoo.co.jp/webapi/search/websearch/
v1/websearch.html
7http://download.wikimedia.org



Table 2: Test Queries for user evaluation.

Domain Query
Electromagnetism Electromagnetic induction, Superconductivity, Operational amplifier, Light-emitting diode

Medicine Parkinson’s disease, Leprosy, Graves’ disease, Spinal disc herniation
Biology Mitochondrion, Chromosome, Golgi apparatus, Telomere

Economics Subprime lending, Stock option, Capital gain, Derivative
Astronomy Black hole, Supernova, Neutron star, Milky Way

Table 3: Precision (P), Recall (R) and F-measure (F) for the
method of extracting technical terms. R’ and F’ respectively
represent recall and F-measure after removing non-Wikipedia
concepts from the answer set.K is the number of Wikipedia
categories contained in the query domain.

(P) (R) (R’) (F) (F’)
K = 5 61.34 54.38 74.92 56.78 66.59
K = 20 59.59 60.3 83.06 59.08 68.69
K = 50 56.66 60.7 83.56 57.92 66.92

contain very diverse concepts. In addition, we eliminated all the
sub-categories of “Category: Timelines” and “Cateogry: Funda-
mental”. Finally, 29786 categories were used in the experiment.

5.3 Performance of Technical Terms Extrac-
tion

We evaluated the technical terms extraction methods by compar-
ing the technical terms automatically extracted with those manually
selected. Table 3 shows the evaluation results for the parameter
K = 5, 20, 50, which means the number of Wikipedia categories
selected as the query domain. We measure the performance by us-
ing precision (P), recall (R) and F-measure (F), where precision is
defined as the number of correctly extracted technical terms from
a page divided by the total number of technical terms provided by
our method; recall is defined as the number of correctly extracted
technical terms divided by the total number of manually extracted
technical terms from a page; and F-measure is the harmonic mean
of the precision and recall. In our proposed method, the candidates
of technical terms are limited to the concepts whose articles exist in
Wikipedia. Hence, we also compute recall (R’) and F-measure (F’)
by using the answer set limited to the Wikipedia concepts. Note
that the precision does not change even if terms contained in the
answer set are limited to the Wikipedia concepts because of its def-
inition.

As shown in Table 3, the smallerK is, the higher the precision is
and the lower the recall is. This result indicates that if the size of the
query domain is small, we can obtain the small number of relevant
Wikipedia categories but that coverage is not enough. The recall
did not change too much even if the value ofK was raised from 20
to 50, whereas the precision became lower then. Compared by F-
measure, our method actually showed the best performance when
K = 20. Finally, both the precision and the recall are about 60%,
and the recall is about 80% if concepts that are not contained in
Wikipedia are removed from the answer set. The following evalu-
ations are performed by setting the parameterK to 20.

5.4 Performance of Document Comprehensi-
bility Estimation

We performed a user-based evaluation to test whether our
method of estimating the document comprehensibility corresponds
to users’ evaluations. Five users participated in this experiment.
All of them are Japanese graduate and undergraduate students in
informatics, and are non-expert users about any test queries. We
showed evaluators 5 short passages containing the explanation of
the test query, and then let them rank those passages in an order of
ease-of-understanding. The rankings based on users’ evaluations
are defined as the mean reciprocal rank (MRR) of 5 distinct users’
ranking. The MRR of a passagedi is computed by the following
equation:

MRR(di) =
1

n

nX
j=1

1

R(di, uj)
(12)

wheren is the number of evaluators (n = 5 in this experiment) and
R(d, u) means the rank of the passaged in the ranking byu. The
rankings based on MRR were regarded as the correct answers of
the comprehensibility score for each passage. We compared then
the user evaluation with the comprehensibility level described as
follows:

DRS Only the document readability is used to compute the com-
prehensibility score (Equation 3). We regarded this ranking
method as the baseline.

DSS Only the reverse of the document speciality is used to com-
pute the comprehensibility score (Equation 6).

DCS Both the document readability and the document speciality
are used to compute the comprehensibility score (Equation
7), whereα1 andα2 are respectively set to 0.5 and -0.5.

For each query, we then calculated Spearman’s rank correlation co-
efficient between the above output rankings and the user ranking.
Spearman’s rank correlation coefficient ranges from -1 to 1 where
-1 indicates that two rankings are completely reverse while 1 means
that the rankings are completely the same.

The experimental results are shown in Table 4. We can see
that our proposed measures,DSS or DCS, are superior to the
baseline methodDRS in every domain, and that on average the
combination measure, i.e.DCS, shows the best performance.
This results indicate that our proposed method using the domain
knowledge derived from Wikipedia can be successfully applied to
the comprehensibility-based ranking system independently of the
query domain.

For some queries our proposed comprehensibility has a negative
correlation with the users’ evaluations. We consider that the limita-
tion of Wikipedia knowledge is one factor that may cause lower
performance. Although Wikipedia is the world’s largest human
knowledge base, all technical terms are not necessarily contained
in Wikipedia. If a document contains many technical concepts that



Table 4: Comparison of the Spearman’s rank correlation coef-
ficients between user evaluation and our method in five differ-
ent domains.

DRS(baseline) DSS DCS

Electromagnetism 0.3436 0.4911 0.4911
Medicine 0.7472 0.6013 0.8795
Biology 0.3225 0.375 0.375

Economics -0.1046 0.175 0.225
Astronomy 0.3699 0.4417 0.418

Avg. 0.3350 0.4168 0.4777

are not contained in Wikipedia, our method cannot fully estimate
whether the document is of low comprehensibility or not.

From the results of this experiment, the following conclusions
can be made:

• Document readability and document speciality have a posi-
tive correlation with users’ evaluation.

• The performance can be improved by combining the docu-
ment readability measure with document speciality measure.

5.5 Evaluation of User Interaction
We performed another user experiment to clarify the effective-

ness of the re-ranking based on the user interaction in our system.
In this experiment, we used only four medical queries that achieved
the highest performance among five different domains in the above
evaluation. Six evaluators participated in this experiment. We let
evaluators search for comprehensible Web pages for each query
by using our system. In order to examine the influences that user
interactions bring, participants were divided into two groups; one
group could utilize the re-ranking interface provided by our system
and the other group could not (they could just only use the system
without the interaction facility). We measured the length of the
session times, the number of viewed pages and the frequency of in-
teractions in each search session. Here, a search session is defined
as the time period starting from the time when the user inputed a
search query to the time when he/she found an appropriate Web
page.

Table 5 shows the comparison of average length of session times
and average number of viewed pages between the sessions that
users could use the re-ranking interface and the sessions that they
could not. It was revealed that both average length of session times
and the average number of viewed pages increased when the re-
ranking interface was available, which means that our re-ranking
method did not work well from the viewpoint of efficiency. We
consider that one of the causes is that the evaluators could not ad-
just themselves to the novel search interface during the experiment
while they had already been familiar with the normal search en-
gine without the re-ranking interface. In Table 6, we present some
examples of search sessions in which our re-ranking method did
not work effectively. In these examples, though finally selected
pages were highly ranked and easy to find in the initial rankings
made by search engine, evaluators first selected other pages and re-
ranked search results based on the pages. Consequently, the length
of session times, the number of viewed pages and the frequency
of interaction all increased. On the other hand, in the search ses-
sions by other users in which the same queries were issued, our
system provided them with pages that were initially ranked low but
that corresponded to users’ comprehension level as shown in Table

Table 5: Comparison of average length of session times and
average number of viewed pages between sessions with user in-
teraction and sessions without user interaction.

Session time(sec) # of viewed pages
without interaction 62.0 2.75

with interaction 117.3 (+189%) 4.1 (+149%)

7. The experimental results indicate that whether our system can
provide users with appropriate search results strongly depends on
users’ judgment.

6. DISCUSSION
In this section, we discuss the following topics: (i) other com-

prehensible metrics and (ii) other potential comprehension-based
applications.

6.1 Other Comprehensible Metrics
In this paper, we have based our approach on the readability in-

dex and the domain knowledge extracted from Wikipedia. There
are however other potential comprehensibility indicators in Web
documents that could be utilized. For example, documents con-
taining definitions of difficult concepts or their concrete, intuitive
examples should be more understandable for users than abstract-
level documents or the documents that lack any such definitions or
examples. Detection of this kind of indicators is however not triv-
ial. Potential solutions here could be based on applying fixed lan-
guage patterns such as the ones that we have utilized for acquiring
Web documents containing the explanations of a query keyword.

Document structure and content presentation are other important
aspects that influence the levels of content comprehensibility. Web
pages containing well structured and thematically organized con-
tent, clear section names, lists or other content arrangement tech-
niques should be on average more readable than the ones without
this kind of content presentation. In the future research we plan to
extend our approach by incorporating techniques for the analysis
of different content presentations.

We need to also emphasize that multimedia content plays an
important role in increasing document understandability. Thus,
a complete comprehensibility-focused Web page analysis should
also investigate the explanatory role of multimedia elements in Web
pages. However, such a complete analysis does not seem to be im-
mediately feasible with the state-of-the-art technologies. Neverthe-
less, certain processing steps could be already applied here such as
the ones based on OCR or on measuring the semantic connection
between images and their surrounding textual content.

6.2 Other Potential Application
In this paper, we proposed a system for retrieving comprehensi-

ble Web documents including the explanation of the query key-
word. There are however many other potential comprehension-
based applications. One potential application could be a browser
enhancement in the form of automatic search for definitions on
technical terms in browsed Web pages. A somewhat similar idea
has been proposed by Mihalcea et al. [17] who introduced a system
for automatically linking Wikipedia pages to concepts extracted
from browsed pages. However, Wikipedia articles are not neces-
sarily comprehensible and we believe that our proposed approach
should be more useful for non-expert users.

A comprehensibility-aware navigation support could become
also useful for guiding Web surfers to the parts of Web sites that



Table 6: Examples of search session in which the re-ranking method did not work effectively.
Query # of interactions # of viewed pages Session time (sec) Title & initial rank of a finally selected page

Parkinson’s disease 4 6 195.7 Tokyo Metropolitan Institute for Neuroscience:
Parkinson’s disease [5th]

Leprosy 4 7 271.1 What is Leprosy? [3rd]
Graves’ disease 3 6 133.1 Graves’ disease [5th]

Table 7: Examples of search session in which the re-ranking method worked effectively.
Query # of interactions # of viewed pages Session time (sec) Title & initial rank of a finally selected page
Leprosy 1 2 36.6 Correct understanding about leprosy [93rd]

Graves’ disease 2 4 89.6 About graves’ disease - KURE CLINIC [110th]
Spinal disc herniation 1 3 92.4 Spinal disc herniation and body distortion [65th]

contain relatively easy-to-understand content. Coiro and Dobler8

noticed that “...compared to print-based text, hypertexts often pro-
vide link labels with less semantic clarity and fewer surrounding
context cues to guide the reader’s anticipation about where a cer-
tain hyperlink may lead...”. The potential support could be made
through annotating links on pages with estimated comprehensibil-
ity scores of their linked pages that could be automatically fetched
by a browser during browsing. Similar-style interaction mecha-
nisms, although not concerned with the issue of comprehensibility,
were proposed earlier for query-focused [26] as well as freshness-
focused navigation supports [11].

7. RELATED WORK

7.1 Web Search and Web Page Quality
The quality of Web pages has been evaluated so far from various

viewpoints. Some theoretical studies regard comprehensiveness of
Web pages as a key feature of their quality [31, 32].

Relevancy ranking method by vector space model is one of the
classical search technologies and implies that relevant documents
to a search query are of high-quality. Vector space model rep-
resents documents as vectors of index terms and is simply called
bag-of-words model [23]. Relevancy between a search query and
documents is calculated by the similarity between respectively their
corresponding vectors. Latent semantic indexing [7] improves the
vector space model by analyzing the implicit structure in the asso-
ciation of terms with documents.

Link analysis has been probably the most frequently exploited
approach for the quality evaluation in information retrieval. PageR-
ank [3] and HITS [14] are well-known algorithms in which the
number of in-links of a Web page are used as a rough measure for
the popularity and, indirectly, the quality of the page. The possibil-
ity of evaluating the quality of Web pages by using the information
extracted from social bookmarking sites such as Del.icio.us9 is de-
scribed in [2].

Some researchers also proposed machine learning approaches
for evaluating the quality of Web pages [1, 10, 16]. In these ap-
proaches, HTML structure, the number of links and language fea-
tures such as the number of unique words and so on are used as
parameters for machine learning. Mandl [16] proposed AQUAINT,
a quality-based search engine, using a machine learning method.
Zhou et al. [31] described a document quality language model ap-
proach for Web ad hoc retrieval. Our method is different from these
works in that we explicitly focus on the comprehensiveness of Web

8http://ctell1.uconn.edu/coiro/CoiroDobler2006.doc
9http://del.icio.us

pages. To the best of our knowledge, this is the first attempt to di-
rectly approach the problem of comprehensiveness of Web search
results in a domain-independent fashion. We also use Wikipedia as
a underlying knowledge base that is constructed by the collabora-
tive effort of multiple users.

7.2 Relevance Feedback
Relevance feedback [22] is the most popular information re-

trieval system that uses the user feedback so as to improve the re-
trieval performance. There are three types of relevance feedback
model: explicit feedback [21], implicit feedback [12] and pseudo
feedback [4]. Explicit feedback is the most related to our work
among them, and its basic cycle is as follows: the retrieval sys-
tem shows users the initial set of results and then asks the user
to judge whether some documents are relevant or not; after that,
the system reformulates the query based on the user’s judgments.
Relevance feedback is not useful for information retrieval in which
users require a few relevant documents such as our system because
they will be satisfied if they find a relevant document on the rel-
evance judgments. Also, the feedback about the comprehensibil-
ity that users have viewed is always negative in our system, which
means that the operations are not executed when users find one
Web page that is appropriate to their comprehension level. Non-
relevance feedback that uses only non-relevant documents to find
the target documents from a large data set of documents has been
proposed in [20]. However, our work is different from these works
in that we focus on the comprehensibility of Web pages, and in that
we have to deal with two types of negative feedback, i.e. “easy”
and “difficult”.

8. CONCLUSIONS AND FUTURE WORK
In this paper, we have proposed the ranking model for

comprehension-based Web search at first. For estimating the com-
prehensibility of Web pages themselves, we have proposed two in-
dicators, document readability and document speciality that is cal-
culated by using Wikipedia-based domain knowledge. The docu-
ment speciality approach is based on analyzing the link and cat-
egory structure of Wikipedia. Moreover, we have implemented a
prototype system of comprehension-based Web search engine spe-
cialized in the term explanation. In our system, search results are
adaptively re-ranked by presuming the users’ comprehension level
based on whether Web pages that they have viewed are easy or dif-
ficult for them.

We conducted experimental evaluations in order to clarify the
effectiveness of our proposed methods. We prepared test queries
derived from five distinct domains and performed user experiments
for revealing the performance of estimating the comprehensibil-



ity of Web pages including the explanation about the query key-
word. The experimental results suggest that the performance of
our combination method is on average superior to baseline mea-
sures, which indicates that it can be successfully applied to the
comprehensibility-based ranking system regardless of the query
domain.

In future work, we are going to perform further evaluations with
a range of queries from different domains or with varying difficulty
levels. Also, we are going to improve the user interface of our
prototype system and evaluate it from various aspects.
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