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ABSTRACT
International relations analysis is crucial to many stakeholders in-
cluding policy makers, executives in international companies or
social scientists. Generally, recent events between two countries
define the international relations between them. We explore the
possibilities of predicting future tendency of international relations
by analyzing historical events between countries. Using auto-coded
event database GDELT (Global Data on Events, Location, and Tone),
which records what happened between various countries in the
past few decades, we extract various types of events between two
countries of interest and aggregate them into categories: conflict
and cooperation. Then, according to a sequence of recent events,
we predict the number of conflict events and cooperation events in
the next time unit. We use MILSTM (Multi-input LSTM) consider-
ing diverse kinds of relations between different country pairs. We
assume that relations between a specific pair of countries could be
affected by other related country pairs. Based on this hypothesis we
first select country pairs related to the target pair, and extract their
multiple historical event sequences as additional input to train the
model. The test results show that MILSTM performs better than
vanilla LSTM, which confirms our initial hypothesis.
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1 INTRODUCTION
International relations define the way in which two or more na-
tions interact with each other, especially in the context of political,
economic, or cultural relationships. For example, more coopera-
tion takes place when two countries have good relations, such as
economic aid, military aid and judicial cooperation. For instance,
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the governments of the U.S. and Japan have agreed to further co-
operation in space, including returning to the moon together, as
SPACENEWS said on May 29, 20191. This news gives testimony to
the good relationship between Japan and the United States from the
perspective of scientific and technological cooperation. In contrast,
in another example, South Korea has filed a complaint with the
WTO over Japanese trade restrictions, in the latest escalation of
conflict between the two countries2. Obviously, a series of conflicts
have had a negative impact on the relations between Japan and
South Korea. Although international relations are complicated and
multi-faceted, still one can model them with the help of recent
events reported in the news.

Predicting has always been a central aspiration in the study of
international relations, which means a lot to social scientists, jour-
nalists, policy makers and other stakeholders. It would be remark-
able if a forecasting system is developed to give a reliable estimate
of future tendency of international relations between countries
of interest, giving a reference for journalists, policy makers and
representatives of other related professions, helping them better
understand the context of future international cooperation and con-
flict. In this paper, we predict the degrees of conflict and cooperation
events which quantitatively characterize the relations between ar-
bitrary two countries. In recent years, many attempts [2, 19, 20]
have been made to predict future events. In the prediction tasks,
one of the most challenging steps is data collection and building
an applicable dataset for models. Fortunately, with the emergence
of open-source online global event databases like ICEWS [8] and
GDELT (Global Data on Events, Location, and Tone) [10], we can
easily access structured data on news events from around the world.
In particular, we use GDELT event table of Google Big Query for
our experiments. It is worth mentioning that the GDELT dataset,
one of the largest global event datasets, is freely available online,
recording events from a variety of international news media with
daily granularity. By extracting historical events between arbitrary
two countries we can easily construct the sequence data we need.

The task after preparing the data is to build a model capable of
processing and forecasting time series data. In the past few years,
Recurrent Neural Networks (RNNs) have proved their powerful
"memory ability" and have been used in a number of sequence-based
learning problems [6]. Long Short-Term Memory (LSTMs), as a
special kind of RNNs, is well-suited to learn long-term dependencies
and has been widely used in many time series data processing tasks
because of their outstanding performance. Oftentimes, LSTM serves
as a building block for more advanced and complex models.

1https://spacenews.com/u-s-and-japan-to-cooperate-on-return-to-the-moon/
2https://www.ft.com/content/ea993216-d42d-11e9-8367-807ebd53ab77
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In this paper, we develop the model based on Multi-input LSTM
to predict future events between pairs of countries based on his-
torical events, and compare its performance with that of vanilla
LSTM. The purpose of developing MILSTM is also to prove a hy-
pothesis that events occurring between other related country pairs
could help improving the predictive performance of a specific pair
of countries. In the experiments, we tried three different ways to
choose related pairs for a given target country pair, and compared
their performance.

The remainder of this paper is structured as follows. Section 2 in-
troduces the related work. Section 3 describes the details of GDELT
dataset used to extract event records between countries. Section 4
formalizes the prediction problem. Sections 5 and 6 demonstrate the
models that inspired us and the structure of the model we proposed,
respectively. In Section 7 we give the experimental settings and
compare the performance of different models. Finally, Section 8
presents our conclusions and future work.

2 RELATED WORK
With the development of online news media, events occurring
around the globe can be reported in near real time. GDELT is one
such project that aggregates cooperation and conflict data from
various newspaper sources [10]. Keertipati et al. [7] proposed a
multi-level analysis of cooperation and conflict data in GDELT,
giving an overview of how the GDELT project records events, and
proved feasibility of using data extracted from GDELT to capture
the global trends. Few works have studied how to make use of
the GDELT dataset. Some traditional machine-learning methods
have been introduced to do data mining in GDELT: Phua et al. [18]
developed decision trees to predict the Singapore stock market’s
Straits Time Index using the GDELT dataset. Galla et al. [4] explored
a series of methods, including Random Forest, Ada boost with
random forest and LSTM, in the task of predicting social unrest
using GDELT and GKG (Global Knowledge Graph). Qiao et al. [19]
used the GDELT for predicting social unrest events across five
major nations in Southeast Asia with HiddenMarkovModel (HMM),
and Yonamine et al. [24] utilized a statistical method, called Auto
Regressive Fractionally Integrated Moving Average (ARFIMA), to
predict violence levels in Afghanistan.

Smith et al. [20] explored the use of Neural Networks (RNNs and
LSTMs) for predicting the number of conflict events in Afghanistan,
compared with ARFIMA model. Wang et al. [22] proposed a more
advanced model based on LSTM, called CALSTM (Context-Aware
Attention LSTM), and achieved better prediction performance than
LSTM. Besides, some previous works [5, 17, 23] have used other
datasets for event prediction.

What all these works have in common is that they focus on
one region or one country at a time. For instance, Yonamine et
al.’s work focuses on violence levels in Afghanistan, Qiao et al.’s
model ran on a data set of one country in southeast Asian at a
time. Our work predicts cooperation and conflict between any pair
of countries trying to estimate future tendency of international
relations between different countries. Moreover, when predicting
future events, we not only consider the target country pair, but also
utilize information about other related country pairs during the
same time period.

3 GDELT DATASET
GDELT (Global Data on Events, Location, and Tone) [10] is a real-
time network diagram and database of global society, which mon-
itors the world’s news media from nearly every country in print,
broadcast, and web formats, in over 100 languages. Despite cer-
tain problems and controversies [9, 14], GDELT remains largest
resource of its type allowing to obtain broad coverage of world
news.

GDELT event table is one of the cores of the GDELT project
and stores more than 300 categories of events in CAMEO format
(conflict and mediation event observations), extracted from the
world’s news media since 1979 by using natural language and data
mining algorithms. Events are divided into four major categories.
Eachmajor category is made up of 5 root classes. Furthermore, there
are several sub-classes following each root class. Thus, we have 20
event root classes and more than 300 event classes. In addition to
the event type, each event record contains other attributes, such as
the two actors involved in the event, date, number of mentions in
all source documents, source URL and so on. Each event forms a
row in the event table. Table 1 shows some examples with a subset
of the event attributes.

Table 1: Examples of event records in GDELT.

SQLDATE Actor1Code Actor2Code EventCode QuadClass GoldsteinScale NumMentions

20150313 USA JPN 43 1 2.8 4
20160919 USA JPN 20 1 3 6
20170519 USA JPN 40 1 1 4
20170519 USAGOV JPN 61 2 6.4 8
20180517 USA JPN 20 1 3 1
20181231 USA JPN 193 4 -10 7
20181231 USA JPN 80 2 5 2

SQLDATE is the date of event. Actor1Code and Actor2Code in-
dicate two actors involved in the event, whose encoding format
follows United Nations Country Codes3, and event is the action
performed by Actor1 on Actor2. In addition to ActorCode, there
are other omitted attributes, such as ActorCountryCode, Actor-
Name, etc. EventCode gives a fine-grained category of the event.
QuadClass denotes major category the event falls under: (1) Verbal
Cooperation, (2) Material Cooperation, (3) Verbal Conflict and (4)
Material Conflict. More specifically, material cooperation or conflict
can be one of the following types of events listed in Table 2.

Table 2: Examples of Material Cooperation or Conflict.

Material Cooperation Material Conflict

Cooperate economically Reduce or stop economic assistance
Provide economic aid Halt negotiations
Provide military aid Impose administrative sanctions
Share intelligence or information Seize or damage property
Engage in judicial cooperation Impose blockade
Ease political dissent Use conventional military force
Ease military blockade Attempt to assassinate

3https://unstats.un.org/unsd/tradekb/Knowledgebase/50347/Country-
Code?Keywords=All
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Each event is also assigned a numeric score ranging from -10
to +10 (negative for conflicts and positive for cooperation) which
captures the theoretical potential impact that a given type of event
has on the stability of a country. This is known as the Goldstein
Scale. Finally, NumMentions is the total number of mentions in all
source documents, which to some extent reflects the importance of
the event.

As we focus on events occurring between two countries, the two
actors of each event should be two different countries. We used
ActorCountryCode to identify countries, NumMentions to filter
out important events, and QuadClass to classify events. Finally,
SQLDATE was used to get the time of the event.

In Figure 1, we counted the number of times each country acts
as an event actor.

Figure 1: Country ranking by the number of events (16 coun-
tries).

Based on the figure above, 8 eventful countries were selected as
the countries of interest as shown in Table 3. We then focus on the
international relations between them.

Table 3: The set of analyzed countries.

Code Country Code Country

USA United States GBR United Kindom
RUS Russia CHN China
CAN Canada AUS Australia
FRA France JPN Japan

4 PROBLEM STATEMENT
As mentioned before, our purpose is to predict future tendency of
international relations between countries. Intuitively, the notion of
international relations is rather vague and difficult to be quantified.
We decided to predict the number of conflict and cooperation events
in the future, which quantitatively characterizes the tendency of
relations between two countries.

Given a country pair, we used one week as a time unit4, aggre-
gating the whole event sequence data by weeks. Specifically, the
4The choice of a week is to strike a balance between the size of a dataset and appropri-
ateness of forecasting where the length of time unit should on average have sufficient
number of events.

numbers of occurrences of events of four major categories (i.e.,
QuadClasses) at every week were counted, resulting in a vector
®Ai = {c1, c2, c3, c4}, where ck indicates the number of occurrences
of events in category k in the i-th week. In other words, we counted
the numbers of verbal cooperation, material cooperation, verbal con-
flict and material conflicts for every week. The whole sequence data
for a pair of countries becomes S = { ®A1, ®A2, ®A3, ..., ®AN } ∈ RN×4.
Figure 2 and Figure 3 show some examples of the derived sequence
data.

One issue that needs to be highlighted is that every event has its
direction. If actor1 of the event is JPN, and actor2 is USA, the event
belongs to the country pair (JPN, USA) (and not to (USA, JPN)).
Therefore, each country pair represents a unidirectional relation.

Figure 2: Sequence data of (JPN, USA) from 2016/06/01 to
2016/11/16.

Figure 3: Sequence data of (GBR, RUS) from 2016/06/01 to
2016/11/16.

The prediction task can be defined as: Given the sequence data for
consecutiveM weeks S(1,2, ...,M ) = { ®At−M , ®At−M+1, ..., ®At−2, ®At−1},
predict the data for the (M+1)th week ®At , i.e., the next week in the
future. By this, we can investigate the tendency of international
relations based on the numbers of conflicts (verbal and material),
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the number of cooperative events (also verbal and material) and
their rates of change.

5 METHODOLOGY
5.1 Long Short-Term Memory Network
Recurrent Neural Networks (RNNs) are capable of processing se-
quential data with variable length by recursively applying a single
transition function on hidden states. LSTMs are explicitly designed
to avoid the long-term dependency problem that exists in standard
RNNs [15].

There are five components in an LSTM unit: an input gate it , a
forget gate ft , an output gateot , a memory cell ct , and a hidden state
ht . They are all vectors in Rk , where k is the dimension of hidden
state. Formally, given a time series {x1,x2, ...,xT } with xt ∈ Rm ,
each step in LSTM’s recursive process can be defined as a collection
of transition functions as follows:

it = σ (Wi [ht−1;xt ] + bi )
ft = σ (Wf [ht−1;xt ] + bf )
ot = σ (Wo [ht−1;xt ] + bo )
ut = tanh(Wu [ht−1;xt ] + bu )
ct = it ⊙ ut + ft ⊙ ct−1

ht = ot ⊙ tanh(ct )

where xt is the current input at a time step t , ht ,ht−1 ∈ Rk are
the hidden states at time t and t − 1, respectively.Wi ,Wf ,Wo ,Wu ∈

Rk×(k+m) are the weight matrices and bi ,bf ,bo ,bu ∈ Rk are the
bias vectors. σ refers to sigmoid function, ⊙ denotes element-wise
multiplication, and tanh represents hyperbolic tangent.

As it can be seen, when an input vector xt comes in, the input
gate decides which values in the input will be updated, then the
forget gate controls how much the previous information from ct−1
is forgotten, and the output gate filters thememory state ct , creating
the next hidden state ht .

For simplicity, we represent the transition of one LSTM layer as
a single non-linear function f :

ht = f (ht−1,xt )

Given a time series S = {x1,x2, ...,xT } with xt ∈ Rm , the output
of LSTM is defined as:

S ′ = LSTM(S) = {x ′1,x
′
2, ...,x

′
T }, t ∈ {1, 2, ..., t}, x ′t ∈ Rk

5.2 Attention Mechanism
The idea of attention mechanism is to assign attention weights on
some layers of neural networks, and it has achieved a great success
in many machine learning tasks. The intuition behind attention
is that different parts in a given input should have different im-
portance in generating the result sentence. Bahdanau et al. [1] em-
ployed attention in RNNs, assigning attention weights on different
hidden states corresponding to different outputs. Context-Aware
Attention LSTM [22] used attention mechanism on hidden states
generated on different time steps. In the unit MILSTM that will be
introduced later, the attention layer decides attention weights over

all cell state inputs lt , lpt , lnt , lit , and aggregates them into Lt by
weighted sum.

5.3 Multi-input LSTM
Li et al. [11] proposed attention-based Multi-input LSTM (MILSTM)
for stock price prediction, taking into account the prices of other
related stocks. This work inspired us to make use of historical data
of related country pairs. Intuitively, international relations between
two countries at a certain time depend also on relations between
other (especially related) countries as well as the major events in
the World at that time. The problem to be solved is however how
to choose related country pairs given a target pair.

One limitation of the conventional LSTM architecture is that it
can only handle a single sequence of data. Recently, several struc-
tural variants of LSTMs have been proposed. A tree-structured
LSTM was introduced by Tai et al. [21], in which a LSTM unit may
have multiple precedents. Liang et al. [12] first proposed graph
LSTM for semantic object parsing in the field of image processing,
which extends the traditional LSTMs from sequential data learning
to general graph-structured data learning. Peng et al. [16] extended
the use of graph LSTM to cross-sentence relation extraction. How-
ever, after preliminary experiments on GDELT using graph LSTM,
we found that it is no better than vanilla LSTM in our prediction
task.

The structure of a MILSTM unit is showed as follows:

Figure 4: A MILSTM unit [11].

where Y is the target sequence, Ỹ = LSTM(Y ) is the sequential
embedding of Y , and Ỹt becomes the item of Ỹ at time step t . P̃
represents positively correlated sequence, while Ñ represents neg-
atively correlated sequence. Ĩ is index sequence, which is useful in
stock prediction. Ỹt , P̃t , Ñt , Ĩt ∈ Rm .

For transition functions of MILSTM unit, the forget gate and
output gate remain the same as vanilla LSTM:

ft = σ (Wf [ht−1; Ỹt ] + bf )

ot = σ (Wo [ht−1; Ỹt ] + bo )

The cell states inputs transition becomes:
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ut = tanh(Wu [ht−1; Ỹt ] + bu )

upt = tanh(Wpu [ht−1; P̃t ] + bpu )

unt = tanh(Wnu [ht−1; Ñt ] + bnu )

uit = tanh(Wiu [ht−1; Ĩt ] + biu )

where upt ,unt ,uit ∈ Rk (k is the dimension of hidden state),
are the cell state inputs of target sequence, positively correlated
sequence, negatively correlated sequence and index sequence, re-
spectively.

Wu ,Wpu ,Wnu ,Wiu ∈ Rk×(k+m) are the weight matrices and
bu ,bpu ,bnu ,biu are their biases.

The input gate transition becomes:

it = σ (Wi [ht−1; Ỹt ] + bi )

ipt = σ (Wpi [ht−1; P̃t ] + bpi )

int = σ (Wni [ht−1; Ñt ] + bni )

iit = σ (Wii [ht−1; Ĩt ] + bii )

The next step is like the first half of a transition function in
vanilla LSTM ct = it ⊙ut + ft ⊙ ct−1, using the input gates to filter
the cell state inputs:

lt = ut ⊙ it

lpt = upt ⊙ ipt

lnt = unt ⊙ int

lit = uit ⊙ iit

Then, the attention layer calculates the attention weights of each
filtered cell state inputs:

rt = tanh(lTt Wact−1 + ba )

rpt = tanh(lTptWact−1 + bpa )

rnt = tanh(lTntWact−1 + bna )

rit = tanh(lTitWact−1 + bia )

[at ,apt ,ant ,ait ]
T = So f tmax([rt , rpt , rnt , rit ]

T

Lt = at lt + apt lpt + ant lnt + ait lit

Finally, the cell state gets updated and generates hidden state:

ct = ct−1 ⊙ ft + Lt

ht = tanh(ct ) ⊙ ot

Similarly, we can represent the transition functions of a MILSTM
unit as the following function F and define the MILSTM function:

ht = F (ht−1, Ỹt , P̃t , Ñt , Ĩt )

Ỹ ′ = MILSTM(Ỹ , P̃ , Ñ , Ĩ )

This model presents us an architecture capable of handling mul-
tiple sequence learning problems. Besides, we are able to separate
correlated sequences into two kinds: positive and negative, which
makes the model flexible.

6 MODEL
In our proposedmodel, there are threemain components: (1) Related
pairs selection, (2) LSTM Encoder and (3) Multi-input LSTM.

6.1 Related Pairs Selection
Given a target country pair Y , we try to find top k positively re-
lated country pairs {X1,X2, ...,Xk }, which are likely sharing similar
patterns of international relations. Y is composed of any two of
8 countries in Table 3. Note that the number of countries in the
related country pairs is larger. Xi ∈ X, where X is a collection of
country pairs formed by 16 countries listed in Figure 1.

During the training phase, we can only access the training set.
Suppose all the sequence data in the training set fall in the time
period of [Tstar t , Tend ], and the whole training sequence data of
each country pair can be represented as: S = { ®A1, ®A2, ®A3, ..., ®AT } ∈
RT×4. Therefore, given a target country pair Y , and its data SY , the
objective of selection is to find k country pairs with the highest
relation by calculating Rel(SY , SXi ), Xi ∈ X and Xi , Y . In this
paper, we propose three methods to calculate the relation and we
compare their performance in the experiments.

6.1.1 Pearson Correlation Coefficient.
Pearson Correlation Coefficient (PCC) is a measure of the linear

correlation between two variables. We used PCC to measure the
relation between sequence data of different country pairs. The PCC
between two data sequences S1 and S2 is defined as:

Cor (S1, S2) =
Cov(S1, S2)√

Var (S1) ∗Var (S2)

where Cov means covariance and Var means variance.
For the data sequence S of country pairs, there are 4 sub-sequences

S(j), j ∈ [1, 4], one for each major event category (i.e., QuadClass).
We define the correlation between the two country pairs as follows:

Cor (SY , SXi ) =
1
4

4∑
j=1

Cov(S
(j)
Y , S

(j)
Xi
)√

Var (S
(j)
Y ) ∗Var (S

(j)
Xi
)

The greater the correlation, the more likely the two country pairs
should share an identical tendency. Table 4 shows few examples.

Table 4: Examples of the top 3 related pairs by PCC.

country pair 1st related 2nd related 3rd related

(JPN, USA) (USA, JPN) (USA, GBR) (CAN, USA)
(CHN, USA) (USA, CHN) (GBR, USA) (CAN, GBR)
(RUS, USA) (USA, RUS) (DEU, RUS) (CHN, USA)

Given a target country pair, we find k related pairs with the
largest k correlation values. If the target pair is (JPN, USA), we
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can find the top 3 related pairs from its correlation graph as in the
figure below:

Figure 5: Top 3 related pairs of (JPN, USA) by PCC, marked
in red.

6.1.2 Geographical Distance.
The intuition behind the next measure is that there is a chance

that some countries share similar international relations’ tendency
if they are geographically close. Such countries may conduct similar
foreign policy or may affect each other. We use the geographical
distance between capital cities as a proxy of geographical distance
between countries. Capitals are commonly the centers of national
politics and places where key political decisions are typically made.
The data source for the coordinates of capitals is taken from a public
dataset on Kaggle, called "World capitals gps"5.

To calculate distance between two country pairs, we only con-
sider pairs that share one common country. For example, for a
target pair (JPN, USA), another pair such as (USA, CHN) would
be considered but not a pair such as (CHN, GBR). In the former
case, we would calculate the geographical distance between the
capitals of Japan and China, i.e.., Tokyo and Beijing, respectively.
The following table shows some selection results.

Table 5: Example of top 3 related pairs by geo-distance.

country pair 1st related 2nd related 3rd related

(JPN, USA) (USA, JPN) (JPN, CAN) (USA, KOR)
(CHN, USA) (USA, CHN) (CHN, CAN) (USA, PRK)
(RUS, USA) (USA, RUS) (RUS, CAN) (USA, UKR)

6.1.3 Semantic Similarity.
We hypothesize that country pairs which have high semantic

similarity to the target pair have high chance to be involved in
similar or related events. We then calculate the cosine similarity of
the semantic vectors (word2vec [13]) of country names. By utiliz-
ing pretrained word embedding (word2vec on Google News6), we
obtained semantic vector of each country name, and defined the
semantic vector of a country pair as the difference between the cor-
responding vectors of the two countries. For example, the semantic
vector of (JPN, USA) is defined as

−−−−−−−−→
JPN ,USA =

−−−→
USA −

−−−→
JPN , whose

dimension is 300. The relation is computed as follows:

5https://www.kaggle.com/nikitagrec/world-capitals-gps
6https://code.google.com/archive/p/word2vec/

Cor (Y ,Xi ) = cos(
−−→
NY ,

−−→
NXi )

=

−−→
NY ·

−−→
NXi

| |
−−→
NY | | | |

−−→
NXi | |

where
−−→
NY and

−−→
NXi denote the semantic vectors of the country

names ofY andXi , respectively. In Table 6, we show some selection
examples.

Table 6: Example of top 3 related pairs by semantic similar-
ity.

country pair 1st related 2nd related 3rd related

(JPN, USA) (CHN, USA) (DEU, USA) (AUS, USA)
(CHN, USA) (IND, USA) (JPN, USA) (RUS, USA)
(RUS, USA) (TUR, USA) (CHN, USA) (IRN, USA)

6.2 LSTM Encoder
For the target country pair and its related country pairs, we first
fed their sequence data SY , {SX1 , SX2 , ..., SXk } into LSTM, encoding
them into sequential embeddings which are hidden states generated
in all time steps.

S ′Y = LSTM(SY )

S ′Xi
= LSTM(SXi ), i ∈ [1,k]

Note that the LSTMs in the above equations share parameters.
In order to reduce the size of input variables for Multi-input

LSTM, all sequential embeddings of the related country pairs are
aggregated into one sequence by averaging:

S ′X =
1
k

k∑
i=1

S ′Xi

Therefore, there are two sequential data, S ′Y and its related aux-
iliary, positively correlated data S ′X , as the input to the next com-
ponent.

6.3 Multi-input LSTM
In our model, we do not use negatively correlated sequence and
index sequence as is in the case of the original MILSTM. Thus, we
developed an adapted version of original MILSTM. At each time
step t , we take the output of LSTM encoder S ′Yt and S

′
Xt

as the input
to the model. The illustration of a model unit is shown below:
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Figure 6: The structure of a unit in the model.

The transition process at each time step is similar to the one in
the original MILSTM, but we have only one positively correlated
input S ′X .

The workflow of the whole model can be illustrated as follows:

Figure 7: The workflow of our model.

7 EXPERIMENT
7.1 Experimental Settings
We first filtered out less important events for which the value
of NumMentions is smaller than 3, and applied moving average
smoothing on the remaining raw data with window size equal to
3. As a result, each vector ®Ai ∈ R4 in S = { ®A1, ®A2, ®A3, ..., ®AN }

becomes the average of previous 3 vectors including itself: ®A′
i =

1
3
∑2
j=0

®Ai−j , where the summation here means element-wise sum-
mation.

In the experiments, we first predict the number of material con-
flict events in the next time slot, as this kind of conflicts have a fatal
and long-term effect on international relations between two coun-
tries. Furthermore, we also tested the performance of predicting
material cooperation events.

As mentioned in Section 4,M represents the length of historical
sequence data, and is set to 15. Therefore, in the experiment, we
predict the number of material conflict events for the 16-th week
®At given the sequential data of the previous 15 weeks S(1,2, ...,15) =
{ ®At−15, ®At−14, ®At−13, ..., ®At−1}.

For the partition of dataset, the training set contains sequential
data from 2005/01/01 to 2016/06/01 (595 weeks), while the test set

ranges from 2016/06/01 to 2018/12/01 (130 weeks). The ratio of
training to testing data is close to 8:2. Other parameters in our
system include time unit = week, length of input sequence = 15,
hidden size of LSTM encoder = 256, hidden size of MILSTM = 256,
learning rate = 0.0002, number of training epochs = 40. Besides, we
select top 3 positively related country pairs when using our model.

For the calculation of loss, we use mean square error (MSE) over
all test samples as the loss metric.

7.2 Evaluation
The following figure illustrates an example of prediction of the
number of material conflict on the whole test dataset when the
target pair is (USA, CHN):

Figure 8: Prediction performed by LSTM (blue line) and by
MILSTM with PCC (orange line). The green line denotes
ground truth, and the dotted line represents the first 15
weeks. The prediction starts from the 16th week.

We evaluated Multi-input LSTMs using different selection meth-
ods for related country pairs based on 56 country pairs formed
by any two of 8 countries of interest. Table 7 below shows MSE
loss of prediction for selected country pairs as well as the average
performance (the last row).

Table 7: MSE loss of prediction of material conflict events.

LSTM MILSTM
with PCC

MILSTM
with geo-distance

MILSTM
with word2vec

(USA, GBR) 422.70 310.54 507.31 340.36
(USA, RUS) 8597.08 5576.87 6687.25 6415.67
(USA, CHN) 810.63 484.94 481.73 673.34
(USA, CAN) 339.25 359.96 302.25 336.09
(USA, AUS) 685.59 604.46 550.17 512.03
(USA, FRA) 188.89 195.96 172.75 212.80
(USA, JPN) 172.07 157.20 172.75 178.31
(GBR, USA) 683.35 549.93 500.72 475.35
(GBR, RUS) 8795.58 8414.33 7729.35 7782.66
(GBR, AUS) 57.23 56.58 50.24 59.88
(GBR, CAN) 47.09 51.83 48.55 59.88
(GBR, AUS) 57.23 56.58 50.24 52.02
(GBR, FRA) 102.82 90.38 85.57 183.67
(RUS, USA) 2643.09 1690.20 2257.40 1762.92
(RUS, CHN) 95.61 90.42 88.08 93.35
(JPN, USA) 910.20 720.37 784.59 747.14
. . . . . . . . . . . . . . . . . . . .
Average improve-
ment over LSTM 10.42% 11.69% 7.50%
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The table below compares the performance of predicting differ-
ent types of events, including material cooperation and material
conflict.

Table 8: Average improvement of MILSTM over LSTM for
predicting different types of events

event type MILSTM
with PCC

MILSTM
with geo-distance

MILSTM
with word2vec

material cooperation 4.36% 12.95% 6.52%
material conflict 10.42% 11.69% 7.50%

The average performance of LSTM is worse than that of Multi-
input LSTM. Especially, in the case where the value of loss is large,
LSTM usually does not perform well. Large loss is generally caused
by a large number of events that occurred between two countries,
where data tends to exhibit stronger regularity and learnability,
so that our model is more likely to perform well, while irregular
fluctuations are likely to occur when the amount of data is small.

In general we observe that adding contextual data in the form of
recent events of related country pairs helps to boost the accuracy of
results. In particular, selecting country pairs that are geographically
close seems to result in the largest improvement.

Still, there is room for improvement for our model, such as chang-
ing theway of aggregation of related sequential inputs {S ′X1

, SX ′
2
, ..., SX ′

k
},

and choosing a more appropriate selection method, etc.

8 CONCLUSIONS & FUTURE WORK
In this paper we have explored the usage of GDELT dataset for fore-
casting cooperation and conflict events in international relations.
We developed our model based on multi-input LSTM and on the
selection of different related country pairs. Through experiments,
we found that adding relevant information from related country
pairs does indeed help the model achieve better performance.

Note that in the experiments, we tested some country pairs for
which there is largest number of event records. The next step is
to run the models on the entire set of country pairs. From the
evaluation results, we found that introducing additional inputs
not only results in more computation cost but sometimes may be
harmful to the prediction of the target sequence. Hence, how to
avoid related pairs becoming noise forms a part of our future work.

In the future, we will investigate more forecasting models. Nowa-
days, there are many solutions in the field of multivariate time series
processing. Stock forecasting is one example, for which various
advanced models have been proposed. Feng et al. [3] devised Tem-
poral Relational Ranking system for stock prediction which could
serve as a inspiration for subsequent improvement of our models.
Specifically, they also considered the relations between different
stocks and used Graph Convolutional Networks (GCN) to perceive
information from related stocks. The first half of their model also
used LSTM to encode the raw sequential inputs and to generate
sequential embeddings, which provide node features to the GCN.
Our future work includes exploring other kinds of models that are
structurally suitable for analyzing data from GDELT.
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